**Perceptronul și rețele de perceptroni**

| Structura unui perceptron cu *m* ponderi. Functia de predictie a perceptronului este . |
| --- |

1. **Perceptronul**

Perceptronul este un clasificator liniar. Predictia clasificatorului pentru exemplul este, unde si sunt ponderile, respectiv bias-ul perceptronului, iar este functia de transfer (numita si functie de activare). Putem inlocui suma din calcularea lui cu produsului dintre vectorul datelor de intrare si matricea ponderilor, rezultatand

1. **Algoritmul Widrow-Hoff.**

Algoritmul Widrow-Hoff, numit si *metoda celor mai mici patrate* (*Least mean squares*), este un algoritm de optimizare a erorii perceptronului pe baza metodei coborarii pe gradient tinand cont doar de eroare de la exemplul curent.

Regula de actualizare foloseste derivata partiala a functiei de pierdere, in functie de ponderi si bias. In continuare vom calcula detaliat derivatele partiale ale functiei de pierdere. Functia de activare a perceptronului din algoritmul Widrow-Hoff este *identitatea* ().

|  |  |
| --- | --- |
|  |  |

| **Algoritmul Widrow-Hoff.** |
| --- |
|  |

1. **Retele feedforward de perceptroni**

| O retea neuronala cu 5 perceptronii pe stratul ascuns si un perceptron pe stratul de iesire. |
| --- |

Retelele neurale feedforward sunt retele de perceptroni grupati pe straturi, in care propagarea informatiei se realizeaza numai dinspre intrare spre iesire (de la stanga la dreapta). Retelele feedforward sunt multistrat, continand mai multe straturi de perceptroni. Perceptronii de pe primul strat sunt singurii care primesc date de intrare din exterior. Perceptronii de pe celelalte straturi (numite *straturi ascunse (hidden layers)*), primesc ca date de intrare rezultatul stratului anterior. Ultimul strat din retea se numeste *strat de iesire (output layer)*.

In cadrul laboratorului vom antrena o retea cu un strat ascuns cu ***num\_hidden\_neurons*** neuroni si functia de activare ***tanh*** si un neuron pe stratul de iesire cu functie de activare ***logistic*** (sigmoid) pentru rezolvarea problemei **XOR**. Predictia retelei pentru un exemplu X este

| *Stânga -sus*: graficul functiei sigmoid; *Dreapta-jos*: graficul functiei sigmoid derivat.  *Stânga Jos*:graficul funcției tanh; *Dreapta-jos*: graficul functiei tanh derivat. |
| --- |

Functia de pierdere pe care o vom folosi pentru antrenarea retelei este:

unde este predicția rețelei pentru exemplul X, iar y este eticheta binara (0 sau 1) a lui X

| ***Linia portocalie***: valoarea functiei *logistic loss*, cand y=1, iar *y\_hat* variaza intre (0,1). Observam ca cu cat ne apropiem de 1 (pe axa Ox) valoarea functiei scade. Se observa ca daca y=1, valoarea functiei este data doar de produsul din partea stanga (partea dreapta inmultindu-se cu 0).  ***Linia albastra***: valoarea functiei *logistic loss*, cand y=0, iar *y\_hat* variaza intre (0,1). Observam ca cu cat ne indepartam de 0 (pe axa Ox) valoarea functiei creste. Se observa ca daca y=0, valoarea functiei este data doar de produsul din partea dreapta (partea stanga inmultindu-se cu 0). |
| --- |

1. **Antrenarea retelelor de perceptroni cu algoritmul coborarii pe gradient**

| Observam ca in functie de initializarea ponderilor putem ajunge in minime locale diferite. |
| --- |

Algoritmul coborarii pe gradient se bazeaza pe derivata de ordinul 1, pentru a gasi minimul functiei de pierdere. Pentru a gasi un minim local al functiei de pierdere, vom actualiza ponderile retelei proportional cu negativul gradientului functiei la pasul curent.

In continuare vom detalia implementarea (pseudo-cod) algoritmului de coborare pe gradient pentru reteaua descrisa anterior.

Pasii algoritmului sunt:

1. Initializare ponderilor - ponderile si bias-ul retelei se initializeaza aleator cu valori mici aproape de 0 sau cu valoare 0.

| W\_1 = random((2, num\_hidden\_neurons), miu, sigma)  *# generam aleator matricea ponderilor stratului ascuns (2 - dimensiunea datelor de intrare, num\_hidden\_neurons - numarul neuronilor de pe stratul ascuns), cu media miu si deviatia standard sigma.* b\_1 = zeros(num\_hidden\_neurons) *# initializam bias-ul cu 0* W\_2 = random((num\_hidden\_neurons, 1), miu, sigma)  *# generam aleator matricea ponderilor stratului de iesire (num\_hidden\_neurons - numarul neuronilor de pe stratul ascuns, 1 - un neuron pe stratul de iesire), cu media miu si deviatia standard sigma.* b\_2 = zeros(1) *# initializam bias-ul cu 0* |
| --- |

1. Pasul **forward -** Vom defini o metoda forward care calculeaza predictia retelei folosind ponderile actuale si datele de intrare date ca parametri, apoi vom calcula pentru fiecare strat valoarea lui ***z*** (***z*** = inmultirea datelor de intrare cu ponderile si adunarea bias-ului) si valoarea lui ***a*** (***a*** = aplicarea functiei de activare lui ***z***, ()).

| ***forward***(X, W\_1, b\_1, W\_2, b\_2)  *# X - datele de intrare, W\_1, b\_1, W\_2 si b\_2 sunt ponderile retelei*  z\_1 = X \* W\_1 + b\_1 a\_1 = tanh(z\_1) z\_2 = a\_1 \* W\_2 + b\_2 a\_2 = sigmoid(z\_2) return z\_1, a\_1, z\_2, a\_2 *# vom returna toate elementele calculate* |
| --- |

1. Calculam valoarea functiei de eroare (logistic loss) si acuratetea.

| z\_1, a\_1, z\_2, a\_2 = forward(X, W\_1, b\_1, W\_2, b\_2) loss = (-y .\* log(a\_2) - (1 - y) .\* log(1 - a\_2)).mean() accuracy = (round(a\_2) == y).mean() |
| --- |

| ***functia*** | ***derivata*** | ***Derivata functiei compuse*** |
| --- | --- | --- |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
| **Derivatele functiilor folosite in laborator**. | | |

1. Pasul **backward** - vom defini o metoda backward care calculeaza derivata functiei de eroare pe directiile ponderilor, respectiv a fiecarui bias. Vom incepe calculul cu derivata functiei de pierdere pe directia ***z\_2*** folosind regula de inlantuire (chain-rule) a derivatelor.

| Calcularea derivatele partiale pe directiile ponderilor si a fiecarui bias folosind regula de inlantuire. |
| --- |

| ***backward***(a\_1, a\_2, z\_1, W\_2, X, Y, num\_samples) dz\_2 = a\_2 - y *# derivata functiei de pierdere (logistic loss) in functie de z* dw\_2 = (a\_1.T \* d\_z2) / num\_samples  *# der(L/w\_2) = der(L/z\_2) \* der(dz\_2/w\_2) = dz\_2 \* der((a\_1 \* W\_2 + b\_2)/ W\_2)* db\_2 = sum(dz\_2) / num\_samples  *# der(L/b\_2) = der(L/z\_2) \* der(z\_2/b\_2) = dz\_2 \* der((a\_1 \* W\_2 + b\_2)/ b\_2)* *# primul strat*  da\_1 = dz\_2 \* W\_2.T  *# der(L/a\_1) = der(L/z\_2) \* der(z\_2/a\_1) = dz\_2 \* der((a\_1 \* W\_2 + b\_2)/ a\_1)* dz\_1 = da\_1 .\* tanh\_derivative(z\_1)  *# der(L/z\_1) = der(L/a\_1) \* der(a\_1/z1) = da\_1 .\* der((tanh(z\_1))/ z\_1)* dw\_1 = X.T \* dz\_1 / num\_samples  *# der(L/w\_1) = der(L/z\_1) \* der(z\_1/w\_1) = dz\_1 \* der((X \* W\_1 + b\_1)/ W\_1)* db\_1 = sum(dz\_1) / num\_samples  *# der(L/b\_1) = der(L/z\_1) \* der(z\_1/b\_1) = dz\_1 \* der((X \* W\_1 + b\_1)/ b\_1)* **return** dw\_1, db\_1, dw\_2, db\_2 |
| --- |

1. Actualizarea ponderilor - ponderile se actualizeaza proportional cu negativul mediei derivatelor din batch (mini-batch).

| W\_1 -= lr \* dw\_1 *# lr - rata de invatare (learning rate)* b\_1 -= lr \* db\_1 W\_2 -= lr \* dw\_2 b\_2 -= lr \* db\_2 |
| --- |

1. Pentru a antrena o retea neuronala cu ajutorul algoritmului coborarii pe gradient trebuie sa:
   1. Stabilim numarul de epoci
   2. Stabilim rata de invatare
   3. Sa initiliazam ponderile (pasul 1)
   4. Sa amestecam datele la fiecare epoca
   5. Sa luam un subset din multimea (sau toata multimea) de antrenare si sa executam pasii 2, 3, 4, 5 pana la convergenta.

**Exercitii**

**![](data:image/png;base64,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)**

1. Se da urmatoare multime de antrenare X =[ [0, 0], [0, 1], [1, 0], [1, 1] ], y = [-1, 1, 1, 1]. Sa se gaseasca o dreapta care separa perfect multimea de antrenare.
2. Antrenati un Perceptron cu algoritmul Widrow-Hoff pe multimea de antrenare de la exercitiul anterior timp de 70 epoci cu rata de invatare 0.1. Care este acuratetea pe multimea de antrenare? Apelati functia *plot\_decision\_boundary* la fiecare pas al algoritmului pentru a afisa dreapta de decizie.

| import matplotlib.pyplot as plt  **def compute\_y**(x, W, bias):   *# dreapta de decizie*  *# [x, y] \* [W[0], W[1]] + b = 0*  **return** (-x \* W[0] - bias) / (W[1] + 1e-10)  **def plot\_decision\_boundary**(X, y , W, b, current\_x, current\_y):   x1 = -0.5   y1 = compute\_y(x1, W, b)   x2 = 0.5   y2 = compute\_y(x2, W, b)  *# sterge continutul ferestrei*  plt.clf()  *# ploteaza multimea de antrenare*  color = 'r'  **if**(current\_y == -1):  color = 'b'  plt.ylim((-1, 2))  plt.xlim((-1, 2))  plt.plot(X[y == -1, 0], X[y == -1, 1], 'b+')  plt.plot(X[y == 1, 0], X[y == 1, 1], 'r+')  *# ploteaza exemplul curent*  plt.plot(current\_x[0], current\_x[1], color+'s')  *# afisarea dreptei de decizie*  plt.plot([x1, x2] ,[y1, y2], 'black')  plt.show(block=False)  plt.pause(0.3) |
| --- |

1. Antrenati un Perceptron cu algoritmul Widrow-Hoff pe multimea de antrenare X =[ [0, 0], [0, 1], [1, 0], [1, 1] ], y = [-1, 1, 1, -1]. Care este acuratetea pe multimea de antrenare? Apelati functia *plot\_decision\_boundary* la fiecare pas al algoritmului pentru a afisa dreapta de decizie.
2. Antrenati o retea neuronala pentru rezolvarea problemei XOR cu arhitectura retelei descrise in **3**,si algoritmul coborarii pe gradient descris in **4**, folosind 70 epoci, rata de invatare 0.5, media si deviatia standard pentru initializarea ponderilor 0, respectiv 1, si 5 neuroni pe stratul ascuns. Afisati valoarea erorii si a acuratetii la fiecare epoca. Apelati functia *plot\_decision* la fiecare pas al algoritmului pentru a afisa functia de decizie.

| **def** **compute\_y**(x, W, bias):   *# dreapta de decizie*  *# [x, y] \* [W[0], W[1]] + b = 0*  **return** (-x\*W[0] - bias) / (W[1] + 1e-10)  **def** **plot\_decision**(X\_, W\_1, W\_2, b\_1, b\_2):  *# sterge continutul ferestrei*  plt.clf()  *# ploteaza multimea de antrenare*   plt.ylim((-0.5, 1.5))  plt.xlim((-0.5, 1.5))   xx = np.random.normal(0, 1, (100000))   yy = np.random.normal(0, 1, (100000))   X = np.array([xx, yy]).transpose()   X = np.concatenate((X, X\_))   \_, \_, \_, output = forward(X, W\_1, b\_1, W\_2, b\_2)  y = np.squeeze(np.round(output))   plt.plot(X[y == 0, 0], X[y == 0, 1], 'b+')  plt.plot(X[y == 1, 0], X[y == 1, 1], 'r+')   plt.show(block=**False**)  plt.pause(0.1) |
| --- |